
JOUR"AL OF APPROXIMATION THEORY 39, 211~227 (1983)

Lebesgue Constants for Certain Classes of Nodes

MYRON S. HENRY

Department of Mathematics, Central Michigan Uni1'ersity,
,"ft. Pleasant, Michigan 48859, U.S.A,

AND

JOHN J. SWETITS

Department of Mathematical Sciences, Old Dominion Unil'ersitl',
Norfolk, Virginia 23508, US.A.

Communicated by Richard S. Varga

Received February 27, IlJ81

For each ftC: C(l), let B"U) be the best uniform polynomial approximation of
degree at most n, and let e"cn = f- B"(f) be the error function. Denote the set of
extreme points of eMU) by E,,(f), and assume that this set has precisely n + 2
points, If E(F) is the infinite triangular array of nodes whose nth row consists of

the 11 + 2 points of E"U). then the corresponding Lebesgue constant of order 11 IS

designated /1 ,,(E(F)). For certain rational and non-rational functions it is she", n

that /1,,(E(F)) = O(log 11).

I. INTRODUCTION

Let -I'::;; x~; < x7 < ... < x;; < x~+ I'::;; I be n+ 2 points In the interval
I = [-I, II. Setting

XII = 1-<'f;' \i,

IS an infinite triangular array of nodes III, p. 88\, Let

( 1. 1)

(L2)

( 1.3)

be the fundamental Lagrange polynomials determined by (1.1), [II, p. 881·
The Lebesgue function of order n + I determined by X is then

f/+I

Anll(X,X)= '\' 1l)"\,)I,
i 0

211

(1.4 )
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212 flENRY AND SWETlTS

and the Lebesgue constant of order n + I determined by X is defined
III. p. 891 to be

A n+ l(X) = max An + l(X, x).
I 1

( l.S)

A classical problem of approximation theory is to estimate /1
11

I I (X) as a
function of nand X.

Let Cn, 1 be the Chebyshev polynomial of degree n + I. If gll(x) = x"' I,

and Bn( gil) is the best uniform polynomial approximation of degree ~n to RII
on 1, then it is well known that the error function

x E 1,

satisfies

x E 1. (1.6 )

The set of extreme points, EII(gll)' of the error function is defined by

Thus

(1.7 )

is the infinite triangular array of nodes whose nth row consists of the n + 2
extreme points of CII + I' It is known 11,41 that the Lebesgue constants deter
mined by G satisfy

A n + JG) = O(log(n + 1)).

Although A n + I(G) does not equal 13,91

minA n + l(X),
x

( 1.8)

the order of magnitude displayed by A n + l(G) in (1.8) is optimal in the sense
that there exists a positive constant a, independent of n, such that

0< a < A II + I(X)/Iog(n + 1) ( 1.9)

for every infinite triangular array of nodes of the type (1.2), 15, 9, Ill.
There are other infinite triangular arrays of nodes X with Lebesgue

constants satisfying

Anll(X)=O(log(n+ 1)); ( 1.10)



LEBESGUE CONSTANTS 213

see, for example, [141. Perhaps the most familar infinite triangular arrayal'

nodes with a Lebesgue constant satisfying (1.10) is the array T whose 11th
row (using the convention that the nth row contains 11 + 2 elements) consists

of the zeros of Cn + 2 , 11,4, III.
The main objective of the present paper is to demonstrate a new class of

infinite triangular arrays of nodes with Lebesgue constants satisfying (l.l 0).
As was the case in (1.7), the origins of these arrays will be best
approximation problems.

2. PRELIMINARIES

Let C(f) denote the space of real-valued, continuous functions on the

interval I = [-I, II, and let nn c::: C(f) be the space of real polynomials of
degree at most n. Denote, as above, the uniform norm on C(l) by I! . II. For
eachfE C(f) with best approximation EI/(f) from nl/' let

xEI. (2.1 )

Then the set of extreme points EI/(J) of el/(f) is given by

It is well known [21 that En(f) contains at least 11 + 2 points. Let

F = Unl,: 1 c::: C(I).

(2.2)

(2.3 )

Suppose, for each n, that E n(fl/) contains precisely 11 + 2 points. Then the
class

E(F) = jEI/(fl/n;: 1 (2.4 )

forms an infinite triangular array of nodes of the type given in (1.2).
Therefore (2.4) determines, for each n, a Lebesgue constant

(2.5 )

The remainder of the paper will focus on the Lebesgue constants generated
by a certain class of rational functions in the manner prescribed by (2.3),
(2.4), and (2.5), and on Lebesgue constants generated by

Er= 1EI/(f)I;; l' (2.6 )

for certain functionsfE C(f). We note that (2.4) yields (2.6) whenever F in
(2.3) is a singleton; that is, when fl/ =1, n = 1,2,....

The functions and corresponding infinite triangular arrays of nodes to be
subsequently analyzed will result in Lebesgue functions of optimal order.
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HENRY AND SWETITS

3. RATIONAL FUNCTIONS

la"I,; I (3.1)

is a (possibly unbounded) sequence of numbers satisfying

Let

(/,,;;:2. II L 2..... (3.2 )

r,,(x) = l/(a" x), x E I. (3.3 )

Then r;,'" I'(X) > 0 for x E I. and can seq uently

E,,(r,,) = Ix E I: le,,(r,,)(x)1 = Ile"(r,,lI I

contains precisely II + 2 points. If

R iI',,:,: I'

then

E(R) = IE,,(r,,)I,; I

determines the Lebesgue constant

The principal result of Section 3 is the following theorem.

(3.4 )

(3.5 )

(3.6)

(3.7)

THEOREM I. Lei ja"I,; I salis}." (3.2), and lei 1'" be del/ned as in (3.3).
{(R = ir"I,; I' Ihell Ihe Lebesgue conslanl def/ned in (3.7) salisfies

,1" I I(E(R)) = O(log(nl I)). (3.8 )

Prior to effecting the proof of Theorem I. the statements of two lemmas

are needed.

LEMMA I. Lei

where

-I = I;; < I'i < ... < I;: < I;: , I = l.

(3.Y)

(3.10)



Let

LERESGUE CONSTANTS 215

and

zZ = cos
(n+l-k)

n+l
7[, k = 0, I,.. ., n + l,

Theil

./1 (n ~ k)
Sk = cos Jr.

11
k =0.1 ..... /1.

k = I,. ..,n.

(3.11 )

(3.12 )

We note that {z ZIZ+ I: are the extreme points of C /I • I • and that (C fZ II are
the extreme points of Cn . Lemma I is an immediate consequence of 113.
Theorem 3.3 \. The superscript notation employed in Lemma I was used to

emphasize the dependence of E,,(r,,) on n. Hereafter this dependence is
assumed. and consequently. except in cases of emphasis. the superscripts are
omitted.

LEMMA 2. Let E,,(r,,) = j t;l;' 1)1 be the extreme set defined ill (3.4) alld
(3.9). Define 11'/1 by

11-\ l

Theil

alld

1I'/I(X) = II (x- til.
i ()

0< C, ~ 1111':,11/1 w:,(til) ~ Co < + w. i = 0. L.... Il + L

(3.13 )

(3.14 )

i=O,I.. .. ,n. (3.15)

where C I' C2' C), and C ~ are positive constants that are independent of 11.

Lemma 2 is an immediate consequence of expressions (2.26) and

(2.28H2.31) (a = an) in 161.

Proof of Theorem 1. Let x E I. x 1= ti • j = O. I... ., 11 + I. As in Lemma 1,
let E"(r,,)=(tl).tl ..... t,,. t"+I}' with ordering (3.10). Suppose that
tJi < x < tk + I' where 0 ~ k ~ 11. Then (3.14) implies that

i = 0.1.. ... n + L (3.16)
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where C2 is independent of n. Thus from (lA). (3.13). and (3.16).

A 2

~ 5C 2 + \ '
I ,

\\'I1(X)

~---=t}-;';'(l} I

+ \'
i k.. 2

where as usual i,: r Bj = 0 if r > s. Let

! H'11(X)

I (x - I) W:,(t,) .
(3.17)

and

(3.18 )

11

/ = \'

i k \ 2 I

H'11(X)

(x - Ii) W:,(I) .
(3. J9)

Now equalities (2.24) and (2.28) of [61 imply that

where

A 2

\'
i-I Ix-r i

(3.20)

(3.21 )

Let 11 be the first term on the right in (3.20). and let 12 be the second term.
We first show that

/2 = O(log(n + 1i).

Since fA < x < fA j I. (3.12) implies that

(3.22)

i= I ..... k - 2. (3.23)
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where 1(;f7 0 are the extreme points (3.11) of Cn' From (3.20) and (3.23),

(an + I) \-,1 l(x1.. I) C~(x)1
I, = --''------
. nfJn;--I 1x - til

. (a n + I) \,1 l(x1··I)C:,(x)1
~ ----'C~_

nfJn i-I Ix - (;

n 1(a n + I) \,1 i(X1- I) C~(x)1

nfJn i I Ix - (ill (l - (;) C::«(;) I .
(3.24 )

(3.25 )

,1 1
'\' ~~-
i-I Ix·· til

(a~ - 1)1/1 \,1 I (Xl - I) C:, I(x)i

(:2(n-l)fJn i-I lx-til

(a~-l)Ji2 \,11(x2-I)C~'I(X)!

+2(n+1)fJnt-1 lx-til .

Now (1.7), (1.8), (3.21). and (3.24) imply the validity of (3.22). Returning
to (3.20).

1- (a~-I)I;l(l-xl)ICn(x)1 \-,1-,------_

I - 13n i-I Ix - t i i

(: (a~ - 1)1
11

(1 - X
2

) I C:'I I(X) _ C:, I(X) I
fJn 2(n + I) 2(n - I)

As in (3.23). (3.12) implies that

i = I... .. k - 2. (3.26)

On the other hand, if -I = Yo <YI < ... <Yn 2 <Yn 1= 1 are the extreme
points of C n I' then (3.12) implies that

I = I, 2,.... 11 - 1. (3.27)

Thus (3.27) and (3.23) imply that

i= 1.2..... k-2. (3.28 )

Utilizing (3.26) and (3.28) in (3.25) results in

(a~_I)I!l(n+l)l ',',2 I(Xl_I)C~TI(x)1
I < -"----=----,----;c--- ,

1'-" 2(n+ l)fJn i-I iX-Zi"III(l-Z;+I)C~'I(Zi+I)1

+ (a~-1)II1(n-1)1 k",l l(xl-1)C~_I(x)i

2(n-1)fJn II IX-J,;II(l-yJ)C:: I(Yi)I'
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This inequality, (1. 7), (1.8), and (3.21) now imply that

11 = O(log(n + I)).

Combining (3.22) and (3.29), we have that

1= O(log(n + I))

(3.29)

(3.30)

whenever t, < x < t, "1,0 <k <n. The expression i given in (3.19) can be
treated in a manner similar to that given for I, and consequently

f = O(log(n + I)).

Thus (3.30) and (3.31) imply that

An. I(E(R), x) = O(log(n + I)), x E I.

(3.31 )

(3.32)

Equalities (1.4), (1.5), and (3.32) now imply the conclusion of
Theorem I. I

COROLLAR Y I. Let the nth row of the infinite triangular array of nodes
A be given by

A,,= 1t~.t'i ..... t;;ill.

where tg = - L t;;+ I = I, and ~tn7 I are the n zeros of

n(a~- 1)Ji2 C,,(x) +. (a"x - I) C:,(xj = o.

Then A" \ I (A) = O(log(n + I)).

Proof Since A = E(R) 110, p. 351. the result is immediate. I

(3.33 )

COROLLARY 2. Let a ;;;, fJ > 0 be constants not depending on n. Define

U,,(x) = l/(a(n + 2) + 2 - x). x E I.

and

V,,(x) = 1/(fJ(n + 2) - 2 x), x E I, (3.34 )

where n is large enough to ensure that the denominator of V" doesn't vanish
on I. Let E,,(U,,) and E,,(V,,) consist of

an8

~ I = 1'0 < V I < 1'2 < ... < v" < V". I = 1. (3.35 )
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If the infinite triangular array E(U) has nth row En(Un), and the infinite

triangular array E(V) has nth row En(Vn)' then

Ant1(U)=O(log(n + I))

and

Ant leV) = O(log(n + I)).

Corollary 2 follows immediately from Theorem I with the appropriate
choices of an in (3.3). The rational functions Un and Vn play significant roles
in the next section, and are further analyzed in 181.

4. A CLASS OF NON~RATIONAL FUNCTIONS

The main objective of the present section is to prove, for every element f in
a certain class F of functions, that

An + ,(Er) = O(log(n + I)),

where Er is given in (2.6).

(4.1 )

DEFINITION I. Let F be the set of all functions fE C'X(I) satisfying

(a) pn" 1)(X)"* 0 on I,

and

on I, (4.2)

for all n sufficiently large, where a ;;, (J > 0 are constants possibly depending
off but not on n.

We observe that fb(X) = eb', 6"* O. is an element of F. Strong unicity
constants for functions f E F are analyzed in [8 j, and a number of properties
of F are itemized in that reference. Several lemmas that aid in proving (4.1)
now precede the proof of the main theorem of Section 4.

LEMMA 3. Let fE F with pnt II(X) .tnt 2J(X) > 0 on I. If

where

-I = X o < x, < ... < X n < X nt , = I,

(4.3 )

(4.4 )
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then
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k = 1,2,.... n. (4.5 )

where En(Un) = lutl;' cOl and En(Vn) = jvff;' '0
1 are as in Corollary 2. and

where lzd?-~III and l(d? II are given in (3.12).

Lemma 3 is proven in 181.

LEMMA 4. Let Un and Vn be the rational functions of Corollary 2, with
extreme sets En(Un) = lu f f?\i and En(Vn) = lVtf?~ol. Then

k = 1.2..... n. (4.6 )

where C is a positive constant not depending on n. and where

Inequality (4.6) essentially follows from 18, (2.24) I. Lemma 4 implies that

max
I k "

This is to be contrasted with

(4.7)

max 1(, - z,1 = O(I/n).
I , n

(4.8 )

The additional sharpness displayed in (4.7) as contrasted to (4.8) will be
subsequently exploited.

LEMMA 5. Let lud?\i and lxff? '0
1 be the extreme sets given in (3.35)

and (4.4). respectively. Then

n + 1 n-l I

J llui~-u;I~C II lXi-X).
; 0 ; II

i=O.I ....,n+L (4.9)

i-ti ;1 i

where C is positive and independent o/n.

Proof From 18. Lemma 31.

iu i -- Ui I ~ lUi -- X i I + Xi -- x; + I Xi - U1

~ 2A/n iX, Xjl t Ix, xjl

= (1 + 2A/n) iXi - Xi' i = O. L.. .. n -+ L i * j.
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where A is a positive constant not depending on n. Since

sUPn II + 2Aln In < +00, (4.9) follows.

LEMMA 6. Let 1u,17-+ol, {vd7:o1 and 1x,[7:0' be the extreme points given
in Lemma 3. For x E I, select k such that X k ::;; x ::;; x k I I' Then

flY Ixj-xl::;;C ~lln2(1-¢LI) Yllx-ujl+ rr'lx-ujl("
j 0 ' i~ 0 i 0

i 0 k + I

(4.10)

where Uk + I ::;; ¢k + I ::;; vk + " k = 0,... , n, and where C is a positive constant not
depending on n.

Proof From (4.5), for k >0,

k k

I r Ix - xii::;; I I Ix - uJ
j 0 i 0

(4.11 )

Thus if k = n, (4.11) and the fact that Ix - un + ,I = Ix - x n + II combine to

imply (4.10). Therefore we may assume that k::;; n - I. Thus

k + 2 ::;;)::;; n + I. Then

Now (4.5) implies that

X,-U v,-u,
J J::;; J 1

Ui - X Zi - (k +, '

1

1 + x
j =- u

j
I' .

u; x

k + 2 ::;;) ::;; 11 + I.

(4.12)

(4.13 )

Therefore it follows from 18. Theorem 5. (2.19) I that

n-+-... ' V. - u.
\ j j ::;;M<+oo.

i7~ 2 Zi - (k + I

(4.14)

where M is a positive constant not depending on n. Hence (4.12). (4,13). and
(4.14) imply that

nil n+1 n+1 ( V,--U,)
I I Ix - X j ::;; I r Ix - U; I I I I + "'- vI"

i k 1 2 j- k + 2 j k + 2 ~j ("k , I

11+ I

::;;exp(M) II Ix-UJ
i k + 2

(4.15 )
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For O~k~n-I, (4.11) and (4.15) imply that

11 1

II Ix-X)I ~ IX kt l-xllexp(M)1
i 0

11·1

II Ix
i II

iff..! 1

11·1

\I
i 0

i j ~ I I

where 1'.1 = exp(M). This last inequality, (4.5), and (4.6) now imply
(4.10). I

LEMMA 7. Lei IX/II;' +0' be Ihe extreme points given in Lemma 3. Then

fl· I

2
11 II Ix Xii = O(n).

i II

f! i

The proof of this lemma follows from the proof of 18. Theorem 81.

(4.16)

LEMMA 8. Suppose Ihal \x/ f;' '0
1 are Ihe exlreme points gil'en ill

Lemma 3. Lei xk~ x ~ kk + I' k = 0, .... n. Then

and

'\ ' ,
I/(x- x;l ~ C 1(1I + I)' log(n + I).

I I

I/(x) _. x) ~ C,(n + 1)2 log(1I + 1).
j k 4- 2

I.: "" 3..... n.

I.: = 0..... II

(4.17 )

2. (4.18)

where eland C, are positice conslants nol dependillg on II.

Proof We prove only (4.17); the proof of (4.18) is similar. For
1~J ~ I.: -- 2.

X -- x) ;;:- Z k-- zi I 1

(
11+1-1.:')= cos J[ ... cos

11+1
II- J )
~, J[

1.:-(j+I)

11+1
J[ SIn H').
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where wj is between (n + 1 - k)/(n + 1) nand (n - J)/(n + I) n. Since
1 ':;;J':;; k - 2 ,:;; n - 2,

. H'j M
sm--):--.

n+l n+1

where M > 0 is a positive constant not depending on n. Therefore

k-2 1 k 2

\' -_/ \'
""~--~

j~] X-X j j-] Zk~Zi+]

(n + 1)2 k.:;,2 I
,:;;-'----

Mn i~] k - (j + 1)

,:;; C](n + 1)210g(n + 1). I

We are finally in a position to prove the main theorem of the present
section and the principal theorem of the paper.

THEOREM 2. Let F be the class of functions given by Definition Land
let Ef be the infinite triangular array of nodes whose nth row is

the extreme points of en(f). Then

An +] (E1) = O(log(n + I)). (4.19)

Proof First assume that fE F satisfies fIn j ]l(X) .pnj 2l(X) > O. X E [.
Let Un(x) be given by (3.34), and lu/~7!ol by (3.35). We assume that En(f)
has ordering (4.4), and that

1=0, 1,... , n + 1.

Let wn(x), x E I, be given by (3.13) with an = a(n + 2) + 2. Then Lemma 5
and equality (2.29) in [61 imply that

I{ I:i~;j I,:;; C r( I ~i~-~i I
j:i- i j-:t- i

C n+]

IW~(Ui)1 )J Ix-xjl

j::t-i

(4.20)
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Applying (4.16) to (4.20) establishes that

)1( 1':I~';i I (C 2
•

iii

where C 2 does not depend on n. From (1.4)

Antl(Ef,x)= n~,1 '(II I X-Xj I.
i 0 j 0 XI - Xi

j t i

(4.21 )

(4.22)

Suppose that xE Ixk,Xk .\], where O(k(n. Then (4.21) and (4.22) imply
that

II n I- I

I X-Xj I+ \' [ I 1--.- I Xi-xiI kt 2 i 0

j-rl

where again L/ r (Ji = 0 if r > s. Let

k -- 2 II + I I X -Xj

II \' I I I

I

=
iI I j 0 Xi ~.. Xi

; :; i

and

1
2

= <, '(II I X - x: I.
i k+2 i 0 XI-Xi

if i

Again from Lemma 5.

!l 11k. 2

II ( I [ IX - Xj I \ 'I IIT "\ I
iO i I X-XI jO,jtlXi-Xj

II I I k - I

II ' . I \'( C !X - X j _ I . I n n~ \ I
j 0 i I X - Xi j O,h I U i - U i

n+l k-2 I

=C Illx-xjl \' I'
i 0 illx-Xillw:,(ui )

(4.23 )

(4.24)

(4.25 )
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An application of Lemma 6 to this inequality results in

Thus (3.14) and (4.5) yield

Inequalities (4.17) and (3.15) now imply that

Now Corollary 2 implies that

By using a similar argument (e.g., (4.18)), one can show that

12 = O(log(n + 1)).

Therefore if til t I\X)' j(Il+2)(X) > 0, x E I, then

Now equality (1.5) implies conclusion (4.19).

225
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To complete the proof of Theorem 2. assume that
jln - I )(x) . jln 4 2 1(x) < O. x E I. By replacing I by (-f) if necessary. we may
assume that jlnlll(x»O. Define h by h(x)=(-I)"·'I(-x). Clearly
h ln + I)(X) > O. h ln • 2)(X) > O. x E 1, and hE F. Therefore the first part of the
proof establishes that

Let -I = To < T 1 < ... < Tn < Tnt 1 = I be the extreme points of e,,(h). If
-I = X o < x, < ... < x n < x n + I = I are the extreme points of e,,(I). then
Ti = -x,,+ I i' i = 0, I.... , n + I. This observation ensures that

completing the proof.

5. CONCLUSION

In the preceding sections Lebesgue constants for certain infinite triangular
arrays of nodes are examined.

It is shown for a certain class of rational functions R = 1rIll,: I that the
corresponding infinite triangular array of nodes whose nth row consists of
the n + 2 extreme points of en(rn ) yields an asymptotically optimal Lebesgue
constant.

This result is subsequently used to prove for every function I in a certain
class of non-rational functions F that the Lebesgue constant constructed
from the infinite triangular array of nodes whose nth row consists of the
n + 2 extreme points of enU) is also asymptotically optimal. In particular,
the infinite triangular array of nodes whose nth row consists of the extreme
points of the error function for ebx

• 6,* O. yields a Lebesgue constant of
order log(n + 1).
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